We present a novel method for real-time pose and shape reconstruction of two strongly interacting hands. Our approach is the first two-hand tracking solution that combines an extensive list of favorable properties, namely it is marker-less, uses a single consumer-level depth camera, runs in real time, handles inter- and intra-hand collisions, and automatically adjusts to the user’s hand shape. In order to achieve this, we embed a recent parametric hand pose and shape model and a dense correspondence predictor based on a deep neural network into a suitable energy minimization framework. For training the correspondence prediction network, we synthesize a two-hand dataset based on physical simulations that includes both hand pose and shape annotations while at the same time avoiding inter-hand penetrations. To achieve real-time rates, we phrase the model fitting in terms of a nonlinear least-squares problem so that the energy can be optimized based on a highly efficient GPU-based Gauss-Newton optimizer. We show state-of-the-art results in scenes that exceed the complexity level demonstrated by previous work, including tight two-hand grasps, significant inter-hand occlusions, and gesture interaction.\(^1\)
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additional requirements are frequently imposed on the method, such as performing hand tracking in real time, or dynamically adapting the tracking to person-specific hand shapes for increased accuracy. Ideally, reconstruction should be possible with a simple hardware setup and therefore methods with a single color or depth camera are widely researched. Existing marker-less methods for hand pose estimation typically rely on either RGB [Cai et al. 2018; Mueller et al. 2018; Zimmermann and Brox 2017], depth images [Sridhar et al. 2015; Supančič et al. 2018; Taylor et al. 2017; Yuan et al. 2018], or a combination of both [Oikonomidis et al. 2011a; Rogez et al. 2014]. The major part of existing methods considers the problem of processing a single hand only [Oberweger et al. 2015; Qian et al. 2014; Ye and Kim 2018]. Some of them are even able to handle object interactions [Mueller et al. 2017; Sridhar et al. 2016; Tzionas et al. 2016], which is especially challenging due to potential occlusions.

As humans naturally use both their hands during daily routine tasks, many applications require to track both hands simultaneously (see Fig. 1), rather than tracking a single hand in isolation. While there are a few existing works that consider the problem of tracking two hands at the same time, they are limited in at least one of the following points: (i) they only work for rather simple interaction scenarios (e.g. no tight two-hand grasps, significant inter-hand occlusions, or gesture interaction), (ii) they are computationally expensive and not real-time capable, (iii) they do not handle collisions between the hands, (iv) they use a person-specific hand model that does not automatically adapt to unseen hand shapes, or (v) they heavily rely on custom-built dedicated hardware. In contrast to existing methods, our approach can handle two hands in interaction while not having any of the limitations (i)-(v), see Table 1.

We present for the first time a marker-less method that can track two hands with complex interactions in real time with a single depth camera, while at the same time being able to estimate the person’s hand shape. From a technical point of view, this is achieved thanks to a novel learned dense surface correspondence predictor that is combined with a recent parametric hand model [Romero et al. 2017]. These two components are combined in an energy minimization framework to find the pose and shape parameters of both hands in a given depth image. Inspired by the recent success of deep learning approaches, especially for image-based prediction tasks [Alp Guler et al. 2018; Alp Guler et al. 2017; Badrinarayanan et al. 2015; Zhang et al. 2017], we employ a correspondence regressor based on deep neural networks. Compared to ICP-like local optimization approaches, using such a global correspondence predictor is advantageous, as it is less prone to the failures caused by wrong initialization and can easily recover even from severe tracking errors (see our supplementary video). Since it is not feasible to obtain reliable dense correspondence annotations in real data, we create a synthetic dataset of interacting hands to train the correspondence regressor. Here, it is crucial to obtain natural interactions between the hands, which implies that simply rendering a model of the left and of the right hand (in different poses) into the same view is not sufficient. Instead, we make use of an extension of the motion capture-driven physical simulation [Verschoor et al. 2018] that leads to faithful, collision-free, and physically plausible simulated hand-hand interactions.

Table 1. Our method is the first to combine several desirable properties.

<table>
<thead>
<tr>
<th>Method</th>
<th>Interacting Hands</th>
<th>Shape Estimation</th>
<th>Real Time</th>
<th>Commodity Sensor</th>
<th>Collision Avoidance</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Oikonom. 2012]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>[Tzionas 2016]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Taylor 2017]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The main contributions of our approach are summarized as follows:

- For the first time we present a method that can track two interacting hands in real time with a single depth camera, while at the same time being able to estimate the hand shape and taking collisions into account.
- Moreover, our approach is the first one that leverages physical simulations for creating a two-hand tracking dataset that includes both pose and dense shape annotations while at the same time avoiding inter-hand penetrations.
- Contrary to existing methods, our approach is more robust and reliable in involved hand-hand interaction settings.

2 RELATED WORK

Hand pose estimation is an actively researched topic that has a wide range of applications, for example in human–computer interaction or activity recognition. While many methods reconstruct the motion of a single hand in isolation, comparably few existing approaches can work with multiple interacting hands, or estimate the hand shape. In the following, we discuss related works that tackle one of these problems.

Capturing a Single Hand: Although multi-camera setups [Oikonomidis et al. 2011b; Sridhar et al. 2013] are advantageous in terms of tracking quality, e.g. less ambiguity under occlusions, they are infeasible for many applications due to their inflexibility and cumbersome setup. Hence, the majority of recent hand pose estimation methods either use a single RGB or depth camera. These methods can generally be split into three categories: generative, discriminative, and hybrid algorithms. Generative methods fit a model to image evidence by optimizing an objective function [Melax et al. 2013; Tagliasacchi et al. 2015; Tkach et al. 2016]. While they have the advantage that they generalize well to unseen poses, a downside is that generally they are sensitive to the initialization and thus may not recover from tracking failures. At the other end of the spectrum are discriminative methods that use machine learning techniques to estimate the hand pose with (usually) a single prediction [Choi et al. 2015; Rogez et al. 2014; Tang et al. 2014; Wan et al. 2016]. Despite being dependent on their training corpus, they do not require initialization at test time and hence recover quickly from failures. The recent success of deep neural networks has led to many works that regress hand pose from depth images [Baek et al.
Hand Shape Models: There exist various hand models, i.e. models of hand geometry and pose, that are used for pose estimation by generative and hybrid methods, ranging from a set of geometric primitives [Oikonomidis et al. 2011a; Qian et al. 2014] to surface models like meshes [Sharp et al. 2015]. Such models are usually personalized to individual users and are obtained manually, e.g. by laser scans or simple scaling of a base model. Only few methods estimate a detailed hand shape from depth images automatically. Khamis et al. [2015] build a shape model of a hand mesh from sets of depth images acquired from different users. A method for efficiently fitting this model to a sequence of a new actor was subsequently presented by Tan et al. [2016]. Tkach et al. [2017] jointly optimize pose and shape of a sphere mesh online, and accumulate shape information over time to minimize uncertainty. In contrast, Remelli et al. [2017] fit a sphere mesh directly to the whole image set by multi-stage calibration with local anisotropic scalings. Recently, Romero et al. [2017] proposed a low-dimensional parametric model for hand pose and shape which was obtained from 1000 high-resolution 3D scans of 31 subjects in a wide variety of hand poses.

Capturing Two Hands: Reconstructing two hands jointly introduces profound new challenges, such as the inherent segmentation problem and more severe occlusions. Some methods try to overcome these challenges by using marker gloves [Han et al. 2018] or multi-view setups [Ballan et al. 2012]. Other approaches tackle the problem from a single depth camera to achieve more flexibility and practical usability. An analysis-by-synthesis approach is employed by Oikonomidis et al. [2012] who minimize the discrepancy of a rendered depth image and the input using particle swarm optimization. Kyriazis and Argyros [2014] apply an ensemble of independent trackers, where the per-object trackers broadcast their state to resolve collisions. Tzionas et al. [2016] use discriminatively detected salient points and a collision term based on distance fields to obtain an intersection-free model fit. Nevertheless, the aforementioned single-camera methods do not achieve real-time rates, and operate at 0.2 to 4 frames per second. There exist some methods that track two hands in real time, albeit without being able to deal with close hand-hand interactions. Taylor et al. [2016] jointly optimize pose and correspondences of a subdivision surface model but the method fails when the hands come close together, making it unusable for capturing any hand-hand interaction. Taylor et al. [2017] employ machine learning techniques for hand segmentation and palm orientation initialization, and subsequently fit an articulated distance function. They use a custom-built high frame-rate depth camera to minimize the motion between frames, thus being able to fit the model with very few optimizer steps. However, they do not resolve collisions and they do not estimate hand shape, so that they require a given model for every user. While they show some examples of hand-hand interactions, they do not show very close and elaborate interactions, e.g. with tight grasps.

In contrast to previous two-hand tracking solutions, our approach (i) runs in real time with a commodity camera, (ii) is marker-less, (iii) uses a single (depth) camera only, (iv) handles hand collisions, and (v) automatically adjusts to the user’s hand shape.

3 OVERVIEW

In Fig. 2 we provide an overview of the pipeline for performing real-time hand pose and shape reconstruction of two interacting hands from a single depth sensor. First, we train a neural network that regresses dense correspondences between the hand model and a depth image that depicts two (possibly interacting) hands. In order to disambiguate between pixels that belong to the left hand, and pixels that belong to the right hand, our dense correspondence map also encodes the segmentation of the left and right hand. For obtaining realistic training data of hand interactions, we make use of motion capture-driven physical simulation to generate synthetic depth images along with ground-truth correspondence maps. This data is additionally augmented with real depth data that is used for training the segmentation channel of the correspondence map. The so-obtained correspondence maps are then used to initialize an energy minimization framework, where we fit a parametric hand model to the given depth data. During fitting we make use of statistical pose and shape regularizers to avoid implausible configurations.
a temporal smoothness regularizer, as well as a collision regularizer in order to avoid interpenetration between both hands and within each hand.

In order to achieve real-time performance, we phrase the energy minimization step in terms of a nonlinear least-squares formulation, and make use of a highly efficient ad-hoc data-parallel GPU implementation based on a Gauss-Newton optimizer.

In the remainder of this section we describe the hand model that we use for the tracking (Sec. 3.1). Subsequently, we provide a detailed explanation of the dense correspondence regression including the data generation (Sec. 4), followed by a description of the pose and shape estimation (Sec. 5).

3.1 Hand Model
As 3D hand representation, we employ the recently introduced MANO model [Romero et al. 2017], which is a low-dimensional parametric hand surface model that captures hand shape variation as well as hand pose variation, see Fig. 3 (left). It was built from about 1000 3D hand scans of 31 persons in wide range of different hand poses. The hand surface is represented by a 3D mesh with vertices \( V \), where \( N_V := |V| = 778 \). The MANO model defines a function \( v : \mathbb{R}^{N_S} \times \mathbb{R}^{N_P} \rightarrow \mathbb{R}^{3N_V} \), that computes the 3D positions of all of the mesh’s \( N_V \) vertices, given a shape parameter vector \( \beta \in \mathbb{R}^{N_S} \) and pose parameter vector \( \theta \in \mathbb{R}^{N_P} \), with \( N_S = 10 \) and \( N_P = 51 \). We use the notation \( v_i(\beta, \theta) \in \mathbb{R}^3 \) to denote the 3D position of the \( i \)-th vertex. Parameters \( \beta \) and \( \theta \) are coefficients of a low-dimensional pose and shape subspace that was obtained by PCA on the training data. As such, the MANO model naturally allows for a statistical regularization by simply imposing that the parameters are close to zero, which corresponds to a Tikhonov regularizer.

Note that since we are tracking two hands that can move independently, we use independent hand models of the left and right hand, which are denoted by \( V_{\text{left}} \) and \( V_{\text{right}} \) with vertices \( v_{\text{left}}(\beta_{\text{left}}, \theta_{\text{left}}) \) and \( v_{\text{right}}(\beta_{\text{right}}, \theta_{\text{right}}) \), respectively. For notational convenience, we stack the parameters of the left and right hand so that we have \( \beta = (\beta_{\text{left}}, \beta_{\text{right}}) \) and \( \theta = (\theta_{\text{left}}, \theta_{\text{right}}) \), and we use \( V \) with \( N_V := |V| = 2778 \) to denote the combined vertices of the left and the right hand.

To resolve interpenetrations at high computational efficiency, we add collision proxies to the hand model. We follow the approach of Sridhar et al. [2015], who approximate the volumetric extent of the hand with a set of spheres that are modeled with 3D Gaussians.

Using this formulation, interpenetrations can then be avoided by eventially coupled with the two-hands model in order to perform pose and shape reconstruction.

4 DENSE CORRESPONDENCE REGRESSION
Let \( I \) be the input depth image of pixel-dimension \( h \) by \( w \) defined over the image domain \( \Omega \). Our aim is to learn a vertex-to-pixel correspondence map \( c : \mathcal{V} \rightarrow \Omega \) that assigns to each vertex of the model \( \mathcal{V} \) a corresponding pixel of \( I \) in the image domain \( \Omega \). In order to allow the possibility to not assign an image pixel to a vertex (i.e. a vertex currently not visible), we extend the set \( \Omega \) to also include \( \emptyset \), which is denoted by \( \Omega \).

4.1 Dense Correspondence Encoding
To obtain the vertex-to-pixel correspondence map \( c \) we make use of a pixel-to-color mapping \( N : \Omega \rightarrow [0,1]^4 \) that assigns to each image pixel a 4-channel color value that encodes the correspondence. Here, the first 3 channels correspond to the dense correspondence on the hand surface (with the colors as shown in Fig. 3 bottom right) and the last channel encodes the segmentation label (0: left hand, 0.5: right hand, 1: non-hand). Due to this correspondence encoding in image space, it is more convenient to learn the pixel-to-color mapping \( N \), compared to directly learning the vertex-to-pixel mapping \( c \). We emphasize that the function \( N \) is defined over the entire input image domain and thus is able to predict color-encoded correspondence values for any pixel. As such, it contains correspondence information for both hands simultaneously and thus implicitly learns to handle interactions between the left and the right hand. Please refer to Section 4.2 on how we generate the training data and Section 4.3 for details on how we learn \( N \).

In order to associate the hand model vertices in \( \mathcal{V} \) to image pixels in \( \Omega \) based on the function \( N \), we also define a vertex-to-color mapping \( M : \mathcal{V} \rightarrow [0,1]^4 \), similar to recent dense regression works [Huang et al. 2016; Taylor et al. 2012; Wei et al. 2016]. Note that the output of \( M \) for symmetric vertices in the left and right hand model only differs in the last component (0: left hand, 0.5: right hand).
whereas the first three components encode the position on the hand surface as visualized in Fig. 3 (bottom right). Hence, the correspondences between vertices and pixels can be determined based on the similarity of the colors obtained by the mappings \( N \) and \( M \). In order to assign a color value \( M(i) \) to the \( i \)-th model vertex, we first use multi-dimensional scaling [Bronstein et al. 2006] for embedding the hand model into a three-dimensional space that (approximately) preserves geodesic distances. Subsequently, we map an HSV color space cylinder onto the embedded hand mesh such that different hues are mapped onto different fingers, cf. Fig. 3 (bottom right). As we later demonstrate (Fig. 6), the proposed geodesic HSV embedding leads to improved results compared to a naïve coloring (by mapping the RGB cube onto the original mesh, which is equivalent to regressing 3D vertex positions in the canonical pose).

Obtaining vertex-to-pixel mappings from the color encodings: To obtain a vertex-to-pixel correspondence map \( c \) for a given depth image \( I \), we first map the image pixels to colors using \( N \) (a function over the image domain). Subsequently, we compare the per-pixel colors obtained through \( N \) with the fixed per-vertex colors \( M \), from which the vertex-to-pixel maps are constructed by a thresholded nearest-neighbor strategy. For all \( i \in V \) we define

\[
\hat{c}(i) = \arg\min_{j \in \Omega} \|N(j) - M(i)\|_2, \quad \text{and} \quad (1)
\]

\[
c(i) = \begin{cases} 
\hat{c}(i) & \text{if } \|N(\hat{c}(i)) - M(i)\|_2 < \eta, \\
0 & \text{otherwise}.
\end{cases} \quad (2)
\]

If the closest predicted color for some vertex \( i \) is larger than the empirically chosen threshold \( \eta = 0.04 \), this vertex is likely to be invisible in the input depth image.

4.2 Data Generation

In the following, we describe how we obtain suitable data to train the correspondence regression network.

Synthetic Data from Mocap-Driven Hand Simulation. To overcome the challenge of generating training data with dense correspondences under complex hand-hand interactions we leverage a physics-based hand simulator, similar in spirit to [Zhao et al. 2013]. To this end, we drive the simulation using skeletal hand motion capture (mocap) data [LeapMotion 2016] to maximize natural hand motion. We tackle the issue that existing hand mocap solutions cannot robustly deal with close and complex hand-hand interactions by letting the actor move both hands at a safety distance from each other. This safety distance is subtracted in the simulation to produce closely interacting hand motions. By running the hand simulation in real time, the actor receives immediate visual feedback and is thus able to simulate natural interactions. Fig. 4 depicts a live session of this data generation step.

We extended the work of Verschoor et al. [2018] by enabling simultaneous two hand simulation as well as inter-hand collision detection. The hand simulator consists of an articulated skeleton surrounded by a low-resolution finite-element soft tissue model. The hands of the actor are tracked using Leap Motion [2016], and the mocap skeletal configuration is linked through viscoelastic springs (a.k.a. PD controller) to the articulated skeleton of the hand simulator. In this way, the hand closely follows the mocap input during free motion, yet it reacts to contact. The hand simulator resolves inter-hand collisions using a penalty-based frictional contact model, which provides smooth soft tissue interactions at minimal computational cost. We have observed that the soft tissue layer is particularly helpful at allowing smooth and natural motions in highly constrained situations such as interlocking fingers. As the hands are commanded by the mocap input, their motion is inherently free of intra-hand collisions. While inter-hand interaction may produce finger motions that lead to intra-hand collisions, we found those to be negligible for the training purposes of this step. We thus avoided self-collision handling to maintain real-time interaction at all times.

In practice, in this data generation step, we output a depth image for each simulated frame as well as the corresponding rendered image of the hand meshes colored with the mapping \( M \). Additionally, we postprocess the generated depth images to mimic typical structured-light sensor noise at depth discontinuities. Using the above procedure, we recorded 5 users and synthesized 80,000 images in total.

Real Data with Segmentation Annotation: When only trained with synthetic data, neural networks tend to overfit and hence may not generalize well to real test data. To overcome this, we integrate real depth camera footage of hands into our so far synthetically generated training set. Since it is infeasible to obtain dense correspondence annotations on real data, we restrict the annotation on real data to the left/right hand segmentation task. As body paint [Soliman et al. 2018; Tompson et al. 2014] has less influence on the observed hand shape, in contrast to colored gloves [Taylor et al. 2017], we use body paint to obtain reliable annotations by color segmentation in the RGB image provided by the depth camera. In total, we captured 3 users (1 female, 2 male) with varying hand shapes (width: 8–10cm, length: 17–20.5cm). We recorded \( \approx 3,000 \) images per subject and viewpoint (shoulder-mounted camera and frontal camera), resulting in a total number of 19,926 images.

4.3 Neural Network Regressor

Based on the mixed real and synthetic training data described in Section 4.2, we train a neural network that learns the pixel-to-color mapping.

---

*Fig. 4. We generate our synthetic dataset by tracking two hands, separated by a safety distance, which are used to control in-real-time a physically-based simulation of two interacting hands in the virtual scenario (left). We output the depth map (top right) and dense surface annotations (bottom right) of the resulting simulation.*
mapping $N$, as depicted in Fig. 5. Inspired by recent architectures used for per-pixel predictions [Newell et al. 2016; Ronneberger et al. 2015], our network comprises two stacked encoder-decoder processing blocks. The first block is trained to learn the segmentation task, i.e. it outputs per-class probability maps in the original input resolution for the three possible classes (left, right, non-hand). These class probability maps are concatenated with the input depth image $I$ and fed into the second encoder-decoder to regress the 3-channel per-pixel hand surface correspondence information. The final mapping $N : \Omega \rightarrow \{0, 1\}^N$ is then obtained by concatenating the correspondence output with the label of the most likely class for each pixel. Note that we scale the class labels to also match the range $[0, 1]$ by setting left $= 0$, right $= 0.5$, and non-hand $= 1$. Both our encoder-decoder subnetworks share the same architecture. We downsample the resolution using convolutions with stride 2 and upsample with the symmetric operation, deconvolutions with stride 2. Note that every convolution and deconvolution is followed by batch normalization and rectified linear unit (ReLU) layers. In addition, we use skip connections to preserve spatially localized information and enhance gradient backpropagation. Since the second subnetwork needs to learn a harder task, we double the number of features in all layers. The segmentation loss is formulated as the softmax cross entropy, a standard classification loss. For the correspondence loss, we use the squared Euclidean distance as commonly used in regression tasks. We train the complete network end-to-end, with mixed data batches containing both synthetic and real samples in one training iteration. For the latter, only the segmentation loss is active.

5 POSE AND SHAPE ESTIMATION

The pose and shape of the hands present in image $I$ are estimated by fitting the hand surface model (Sec. 3.1) to the depth image data. To this end, we first extract the foreground point-cloud $\{d_i \in \mathbb{R}^3 \}_{i=1}^{N_I}$ in the depth image $I$, along with the respective point-cloud normals $\{\hat{n}_i \in \mathbb{R}^3 \}_{i=1}^{N_I}$ obtained by Sobel filtering. Based on the assumption that the hands and arms are the objects closest to the camera, the foreground is extracted using a simple depth-based thresholding strategy, where $N_I$ denotes the total number of foreground pixels (of both hands together). Subsequently, this point-cloud data is used in conjunction with the learned vertex-to-point correspondence map $c$ within an optimization framework. By minimizing a suitable nonlinear least-squares energy, which we will define next, the hand model parameters that best explain the point-cloud data are determined.

The total energy function for both the left and the right hand is defined as

$$E_{\text{total}}(\beta, \theta) = E_{\text{data}}(\beta, \theta) + E_{\text{reg}}(\beta, \theta),$$

where $\beta$ are the shape parameters and $\theta$ are the hand pose parameters, as described in Sec. 3.1.

5.1 Data Term

The data term $E_{\text{data}}$ measures for a given parameter tuple $(\beta, \theta)$ how well the hand model explains the depth image $I$, and the term $E_{\text{reg}}$ is a regularizer that accounts for temporal smoothness, plausible hand shapes and poses, as well as avoiding interpenetrations within and between the hands. We define the data term based on a combination of a point-to-point and a point-to-plane term as

$$E_{\text{data}}(\beta, \theta) = \omega_{\text{point}} E_{\text{point}}(\beta, \theta) + \omega_{\text{plane}} E_{\text{plane}}(\beta, \theta),$$

where we use $\omega_{\text{reg}}$ to denote the relative weights of the terms.

Point-to-point: Let $y_i$ be the visibility indicator for the $i$-th vertex, which is defined to be 1 if $c(i) \neq \emptyset$, and 0 otherwise. The point-to-point energy measures the distances between all visible model vertices $v_i(\beta, \theta)$ and the corresponding 3D point at pixel $c(i)$, and is defined as

$$E_{\text{point}}(\beta, \theta) = \sum_{i=1}^{N_V} y_i ||v_i(\beta, \theta) - d_{c(i)}||^2.$$  

Point-to-plane: The point-to-plane energy is used to penalize the deviation from the model vertices $v_i(\beta, \theta)$ and the point-cloud surface tangent, and is defined as

$$E_{\text{plane}}(\beta, \theta) = \sum_{i=1}^{N_V} y_i \langle v_i(\beta, \theta) - d_{c(i)}, n_{c(i)} \rangle^2.$$  

5.2 Regularizer

Our regularizer $E_{\text{reg}}$ comprises statistical pose and shape regularization terms, a temporal smoothness term, as well as a collision term. We define it as

$$E_{\text{reg}}(\beta, \theta) = \omega_{\text{shape}} E_{\text{shape}}(\beta) + \omega_{\text{pose}} E_{\text{pose}}(\theta)\quad \omega_{\text{temp}} E_{\text{temp}}(\beta, \theta) + \omega_{\text{coll}} E_{\text{coll}}(\beta, \theta).$$

Statistical Regularizers: As explained in Sec. 3.1, the MANO model is parameterized in terms of a low-dimensional linear subspace obtained via PCA. Hence, in order to impose a plausible pose and shape at each captured frame, we use the Tikhnov regularizers

$$E_{\text{shape}}(\beta) = ||\beta||^2_2 \quad \text{and} \quad E_{\text{pose}}(\theta) = ||\theta||^2_2.$$  

Temporal Regularizer: In order to achieve temporal smoothness, we use a zero velocity prior on the shape parameters $\beta$ and the pose parameters $\theta$, i.e. we define

$$E_{\text{temp}}(\beta, \theta) = ||\beta(t) - \beta(t-1)||^2_2 + ||\theta(t) - \theta(t-1)||^2_2.$$
Collision Regularizer: In order to avoid interpenetration between individual hands, as well as interpenetrations between the left and the right hand, we use a collision energy term. As described in Sec. 3.1, we place spherical collision proxies inside each hand mesh, and then penalize overlaps between these collision proxies. Mathematically, we phrase this based on the overlap of (isotropic) Gaussian [Sridhar et al. 2015], which results in soft collision proxies defined as smooth occupancy functions. The energy reads

\[
E_{\text{coll}}(\beta, \theta) = \sum_{p=1}^{N_C} \sum_{q=p+1}^{N_C} \int_{\mathbb{R}^3} G_p(x; \beta, \theta) \cdot G_q(x; \beta, \theta) \, dx.
\]  

(11)

Here, \(G_p, G_q\) denote the Gaussian collision proxies whose mean and standard deviation depend on both the shape parameters \(\beta\) as well as on the pose parameters \(\theta\).

5.3 Optimization

We have phrased the energy \(E_{\text{total}}\) in terms of a nonlinear least-squares formulation, so that it is amenable to be optimized based on the Gauss-Newton algorithm. All derivatives of the residuals can be computed analytically, so that we can efficiently compute all entries of the Jacobian on the GPU with high accuracy. More details on the GPU implementation can be found in the Appendix.

Note that although in principal it would be sufficient to optimize for the shape parameter once per actor and then keep it fixed throughout the sequence, we perform the shape optimization in each frame of the sequence. This has the advantage that a poorly chosen frame for estimating the shape parameter does not have a negative impact on the tracking of subsequent frames. We have empirically found that the hand shape is robust and does not significantly change throughout a given sequence.

6 EVALUATION

In this section we thoroughly evaluate our proposed two-hand tracking approach. In Sec. 6.1 we present additional implementation details. Subsequently, in Sec. 6.2 we perform an ablation study, followed by a comparison to state-of-the-art tracking methods in Sec. 6.3. Eventually, in Sec. 6.4 we provide additional results that demonstrate the ability of our method to adapt to user-specific hand shapes.

6.1 Implementation

Our implementation runs on two GPUs of type NVIDIA GTX 1080 Ti. One GPU runs the correspondence regression network CoRN, as well as the per-vertex correspondence matching for frame \(t+1\), while the other GPU runs the model optimization for frame \(t\). Overall, we achieve 30 fps using an implementation based on C++, CUDA, and the Tensorflow library. We have used a depth camera Intel RealSense SR300 for our real-time results and evaluation. In Sec. 6.3 we also demonstrate results when using a publicly available dataset that was captured with a different sensor.

Unless stated otherwise, for training CoRN we always use synthetic and real images (cf. Sec. 4.2) rendered and recorded from a frontal view-point. We emphasize that it is reasonable to use viewpoint-specific correspondence regressors as for a given application it is usually known from which viewpoint the hands are to be tracked.

![Fig. 6. Results of our ablation study. (a) shows different configurations regarding the correspondence regressor (CoRN). (b) shows configurations regarding the optimizer.](image)

![Fig. 7. Qualitative examples from our ablation study.](image)
train the segmentation sub-network (yellow line, “Without Real Data”).

(4) Instead of using our proposed geodesic HSV embedding as color-encoding for the correspondences (cf. Fig. 3), we use a naïve color-encoding by mapping the original mesh onto the RGB cube (purple line, “Naïve Coloring”).

It can be seen that the proposed training setting outperforms all other settings.

Pose and Shape Estimation. In Fig. 6b we show different optimizer configurations. We evaluate five versions of the energy:

1. The complete energy \( E_{\text{total}} \) that includes all terms (blue line, “Proposed”).
2. The energy without the collision term \( E_{\text{coll}} \) (orange line, “w/o Collision”).
3. The energy without the temporal smoothness term \( E_{\text{temp}} \) (yellow line, “w/o Smoothness”).
4. The energy without the pose regularizer \( E_{\text{pose}} \) (purple line, “w/o Pose Reg”).
5. The energy without the pose regularizer \( E_{\text{shape}} \) (green line, “w/o Shape Reg”).

In addition, to demonstrate the importance of CoRN, we compare to two configurations using closest point correspondences instead:

1. Finding the vertex correspondence as the closest input point that was classified with the same handedness (light blue line, “Closest (with Seg)”).
2. Finding the vertex correspondence as the closest input point in the whole point cloud (dark red line, “Closest (w/o Seg)”).

Note that we initialized the hand models manually as close as possible in the first frame to enable a fair comparison. We emphasize that this is not necessary with CoRN.

We can observe that the complete energy performs best, compared to leaving individual terms out. Moreover, we have found that removing the pose regularizer or the shape regularizer worsens the outcome significantly more compared to dropping the collision or the smoothness terms when looking at the PCK. We point out that the smoothness term removes temporal jitter that is only marginally reflected by the numbers. Similarly, while removing the collision term does not affect the PCK significantly, in the supplementary video we demonstrate that this severely worsens the results. Using naïve closest points instead of predicted CoRN correspondences results in significantly higher errors, this holds for both versions, with and without segmentation information. Additionally, in Figure 7 we show qualitative examples from our ablation study that further validate that each term of the complete energy formulation is essential to obtain high quality tracking of hand-hand interaction.

Independence of Initialization: In the supplemental video we also show results where our hand tracker is able to recover from severe errors that occur when the hand motion is extremely fast, so that the depth image becomes blurry. In this scenario, as soon as the hand moves with a normal speed again, the tracker is able to recover and provide an accurate tracking. Note that this is in contrast to local optimization approaches (e.g. based on an ICP-like procedure for pose and shape fitting) that cannot recover from bad results due to severe non-convexity of the energy landscape.

6.3 Comparison to the State of the Art

Next, we compare our method with state-of-the-art methods.

Comparison to Tzionas et al. [2016]. In Table 2 we present results of our quantitative comparison to the work of Tzionas et al. [2016]. The evaluation is based on their two-hand dataset that comes with joint annotations. As shown, the relative 2D pixel error is very small in both methods. While it is slightly higher with our approach, we emphasize that we achieve a 150× speed-up and do not require a user-specific hand model. Furthermore, in Figure 8 we qualitatively show that the precision error difference does not result in any noticeable visual quality gap. Moreover, we point out that the finger tip detection method of Tzionas et al. [2016] is ad-hoc trained for their specific camera, whereas our correspondence regressor has never seen data from the depth sensor used in this comparison.

Comparison to Leap Motion [2016]. In the supplementary video we also compare our method qualitatively with the skeletal tracking results using the commercial solution [LeapMotion 2016]. As shown, while Leap Motion successfully tracks two hands when they are spatially separated by a significant offset, it struggles and fails for complex hand-hand interactions. In contrast, our approach is able to not only successfully track challenging hand-hand interactions, but also estimate the 3D hand shape.

Other Methods. Since the authors of [Taylor et al. 2017] did not release their dataset, we were not able to directly compare with
Table 2. We compare our method to the method by Tzionas et al. [2016] on their provided dataset. We show the average and standard deviation of the 2D pixel error (relative to the diagonal image dimension), as well as the per-frame runtime. Note that the pixel errors of both methods are very small, and that our method is 150× faster. Moreover, our approach automatically adjusts to the user-specific hand shape, whereas Tzionas et al. require a 3D scanned hand model.

<table>
<thead>
<tr>
<th></th>
<th>2D Error</th>
<th>Runtime</th>
<th>Shape Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>1.35±0.28 %</td>
<td>33ms</td>
<td>✓</td>
</tr>
<tr>
<td>Tzionas et al.</td>
<td>0.63±0.12 %</td>
<td>4960ms</td>
<td>×</td>
</tr>
</tbody>
</table>

...their results. Nevertheless, in Fig. 9 and in the supplementary video we show tracking results on similar scenes, as well as some settings that are arguably more challenging than theirs.

6.4 More Results

In this section we present additional results on hand shape adaption as well as additional qualitative results.

**Hand Shape Adaptation.** Here, we investigate the adaptation to user-specific hand shapes. In Fig. 10 we show the obtained hand shape when running our method for four different persons with varying hand shapes. It can be seen that our method is able to adjust the geometry of the hand model to the users’ hand shapes.

Due to the severe difficulty in obtaining reliable 3D ground truth data and disentangling shape and pose parameters, we cannot quantitatively evaluate shape directly. Instead, we additionally evaluate the consistency of the estimated bone lengths on the sequences of Tzionas et al. [2016]. The average standard deviation is 0.6 mm, which indicates that our shape estimation is stable over time.

**Qualitative Results.** In Fig. 11 we present qualitative results of our pose and shape estimation method. In the first two rows we show frames for an egocentric view-point, where CoRN was also trained for this setting, whereas the remaining rows show frames for a frontal view-point. It can be seen that in a wide range of complex hand-hand interactions our method robustly estimates the hand pose and shape. CoRN is an essential part of our method and is able to accurately predict segmentation and dense correspondences for a variety of inputs (see Fig. 12). However, wrong predictions may lead to errors in the final tracking result as demonstrated in Fig. 13.

7 LIMITATIONS AND DISCUSSION

Although in overall we have demonstrated compelling results for the estimation of hand pose and shape in real-time, there are several points that leave room for further improvements. In terms of computational cost, currently our setup depends on two high-end GPUs, one for the regression network and one for the optimizer. In order to achieve a computationally more light-weight processing pipeline, one could consider lighter neural network architectures, such as CNNs tailored towards mobile platforms (e.g. [Howard et al. 2017]). While our approach better handles complex hand-hand interactions compared to previous real-time approaches, in very challenging situations our method may still struggle. For example, this may happen when the user performs extremely fast hand motions that lead to a severely blurred depth image, or when one of the hands is mostly occluded. In the latter case, temporal jitter may occur due to the insufficient information in the depth image. This could be mitigated by a more involved temporal smoothness term, e.g. stronger smoothing when occlusions are happening, or a more advanced network architecture for correspondence prediction. Also, our current temporal smoothness prior may cause a delay in the tracking for large inter-frame motion. To further improve the quality of the results, in the future one can use more elaborate strategies for finding correspondences, e.g. by using matching methods that are more advanced than nearest-neighbor search, or by incorporating confidence estimates in the correspondence predictor. Although our data generation scheme has proven successful for training CoRN, some generated images might not be completely realistic. This is due to the LeapMotion tracker’s limitations and the hence mandatory distance between the two real hands. In future work, our proposed method could drive the simulation, and the data could be iteratively refined by bootstrapping. While our approach is the only real-time approach that can adjust to user-specific hand shapes, the obtained hand shapes are not as detailed as high-quality laser scans. On the one hand, this is because the MANO model [Romero et al. 2017] is rather coarse with its 778 vertices per hand, and on the other...
Fig. 11. We show qualitative results for the proposed method. Note that the different colors of the depth image are due to different absolute depth values.

Fig. 12. Given a depth image (top) as input, our CoRN produces accurate segmentation (middle) and dense correspondences (bottom).
we demonstrated that qualitatively our method can handle more complex hand-hand interactions compared to recent state-of-the-art hand trackers. Particular challenges are hand trackers. complex hand-hand interactions compared to recent state-of-the-art approaches. Moreover, achieving results that are qualitatively similar and quantitatively close to the two-hand tracking solution by Tzionas et al. [2016], while being two orders of magnitude faster. We have experimentally shown that our approach minimization based on a Gauss-Newton optimizer, the approach is computationally efficient but coarse collision proxies.

8 CONCLUSION

We have presented a method for real-time pose and shape reconstruction of two interacting hands. The main features that distinguishes our work from previous two-hand tracking approaches is that it combines a wide range of favorable properties, namely it is markerless, relies on a single depth camera, handles collisions, runs in real time with a commodity camera, and adjusts to user-specific hand shapes. This is achieved by combining a neural network for the prediction of correspondences with an energy minimization framework that optimizes for hand pose and shape parameters. For training the correspondence regression network, we have leveraged a physics-based simulation for generating (annotated) synthetic training data that contains physically plausible interactions between two hands. Due to a highly efficient GPU-based implementation of the energy minimization based on a Gauss-Newton optimizer, the approach is real-time capable. We have experimentally shown that our approach achieves results that are qualitatively similar and quantitatively close to the two-hand tracking solution by Tzionas et al. [2016], while at the same time being two orders of magnitude faster. Moreover, we demonstrated that qualitatively our method can handle more complex hand-hand interactions compared to recent state-of-the-art hand trackers.
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A NEURAL NETWORK TRAINING DETAILS

All our networks were trained in Tensorflow using the Adam [Kingma and Ba 2014] optimizer with the default parameter settings. We trained for 450,000 iterations using a batch size of 8. Synthetic and real images were sampled with 50% probability each. With a training time of approximately 20 seconds for 100 iterations, the total training process took 25 hours on an Nvidia Tesla V100 GPU.

We scale the depth values to meters and subtract the mean value of all valid depth pixels. Furthermore, we apply the following image augmentations to our training data, where all augmentation parameters are sampled from a uniform random distribution:

• rotation augmentation with rotation angle \( \in [-90, 90] \) degrees,
• translation augmentation in the image plane with offset \( \in [-0.25, 0.25] \cdot \text{image size}, \) as well as
• scale augmentation with possibly changing aspect ratio in the range of \([1.0, 2.0]\).

Note that all these augmentations are applied on-the-fly while training, i.e. the sampled augmentations for a training sample differ for each epoch, effectively increasing the training set size. In addition to these on-the-fly augmentations, we also mirror all images (and apply the respective procedure to the annotations), which however is performed offline.

B GPU IMPLEMENTATION DETAILS

For our Gauss Newton optimization steps, we compute the non-constant entries of the Jacobian matrix \( J \in \mathbb{R}^{8871 \times 122} \) and the residuals \( f \in \mathbb{R}^{8871} \) using CUDA kernels on the GPU. We make sure that all threads in the same block compute derivatives for the same energy term. Subsequently, we compute the matrix-matrix and matrix-vector products \( J^\top J \) and \( J^\top f \) using an efficient implementation in shared memory. For solving the linear system \( J^\top J \cdot \delta = J^\top f \), we copy \( J^\top J \in \mathbb{R}^{122 \times 122} \) and \( J^\top f \in \mathbb{R}^{122} \) to the CPU and employ the preconditioned conjugate gradient (PCG) solver of the Eigen library to obtain the parameter update \( \delta \).

C COLLISION ENERGY

The 3D Gaussian collision proxies are coupled with the hand model s.t. the mean \( \mu \) depends on the pose and shape parameters \( \beta, \theta \), whereas the standard deviation \( \sigma \) only depends on the shape \( \beta \). As described by [Sridhar et al. 2014], an integral over a product of two isotropic Gaussians \( G_p(x; \mu_p, \sigma_p) \) and \( G_q(x; \mu_q, \sigma_q) \) of dimension \( d \) is given as:

\[
\int_{\mathbb{R}^3} G_p(x) \cdot G_q(x) \, dx = \frac{(2\pi)^{\frac{d}{2}} (\sigma_p^2 \sigma_q^2)^{\frac{3}{2}}}{(\sigma_p^2 + \sigma_q^2)^{\frac{3}{2}}} \exp\left(-\frac{||\mu_p - \mu_q||^2_2}{2(\sigma_p^2 + \sigma_q^2)}\right) \tag{12}
\]

This term is differentiable with respect to \( \mu \) and \( \sigma \). Furthermore, the derivatives \( \frac{\partial \mu}{\partial \beta}, \frac{\partial \mu}{\partial \theta}, \frac{\partial \sigma}{\partial \beta}, \frac{\partial \sigma}{\partial \theta} \) can be derived from the hand model. Please note that we do not use the derivative \( \frac{\partial \text{coll}(\beta, \theta)}{\partial \beta} \) in the optimization since this encourages shrinking of the hand models when they are interacting. Instead, the shape \( \beta \) is optimized using all other energy terms and the Gaussian parameters are updated according to \( \beta \) in every optimizer iteration.